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Abstract. The optimization of business processes is an important task
to increase the efficiency of the described workflows. Metaheuristic op-
timization, such as evolutionary search, has been used to optimize busi-
ness process models, but it requires a high level of expertise that not all
process designers have. Model-driven optimization (MDO) promises to
make the use of metaheuristic optimization accessible to domain experts
without in-depth technical expertise by allowing them to specify the op-
timization algorithm directly at the model level. Because this approach
is less technical, the process designers can focus on the business process
models and their properties. Using concrete business process optimiza-
tion problems as a starting point, we discuss how MDO can be applied to
these problems, what MDO would offer for business process optimization,
and how the application to business processes could stimulate research
on MDO.

Keywords: Business process models - Optimization - Model-driven en-
gineering

1 Introduction

The optimization of business processes is a strategic activity in organizations
because it can increase the efficiency of work. A number of metrics have been
developed to analyze the quality of business process models [47]. Granularity,
which is reflected in the size of activities, is crucial for the design of balanced
processes; it can be measured with coupling and cohesion metrics [36]. To speed
up work, workflows can be further optimized by increasing parallelism within
tasks [12]. However, optimization is a difficult task when performed manually,
especially when multiple objectives must be considered. It requires a well-suited
optimization algorithm; the development of such an algorithm requires a high
level of expertise that not all process designers have. For example, the imple-
mentation of an evolutionary algorithm usually requires (aspects of) business
process models to be encoded in integer representations in order to perform an
evolutionary search [46]. To make optimization accessible to domain experts, an
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approach is needed that allows optimization tasks to be specified and executed
without deep technical expertise.

Various software engineering problems, such as software modularization [6],
process optimization, and release planning [2], have already been considered as
optimization problems. They have often been solved by using evolutionary algo-
rithms [20] which mimic the evolution in nature to solve optimization problems.
Model-driven engineering (MDE) [38] aims at representing domain knowledge
in models and solving problems through model transformations. MDE can be
used in the context of evolutionary optimization to minimize the expertise re-
quired by users of optimization techniques. This combination of optimization and
MDE is referred to in the literature as model-based or model-driven optimiza-
tion (MDO) [1,3,9,18,22,48]. It applies evolutionary optimization to models.
MDO can simplify the application of evolutionary search to software engineering
problems, because models are not encoded, but the search space consists directly
of models that are evolved by model transformations. A conceptual framework
that precisely defines all the main concepts of MDO based on graphs and graph
transformation is presented in [23]. It is intended to assist the modeler in using
MDO to solve such optimization problems.

Since we are focusing on evolutionary algorithms as the optimization tech-
nique in this paper, we will briefly recall them. With reference to, for exam-
ple, [5,16,23,48], an evolutionary algorithm is used to solve an optimization
problem. Usually, such a problem is formally defined by means of an objec-
tive (or fitness) function that expresses the objective that is to be optimized.
In practical applications, multiple objective functions often must be addressed
simultaneously, leading to the concepts of multi—objective problems and many-
objective problems and Pareto optimization [41]. For the optimization process,
one needs a representation of possible solutions to the problem at hand; the
solutions constitute the search space. Practical optimization problems usually
come with additional constraints that clarify which of the represented solutions
are feasible (i.e., constitute valid solutions to the optimization problem). Given
a constrained optimization problem and a representation for solutions, the key
ingredients of an evolutionary algorithm are a generator for an initial population
of solutions, a mechanism for generating new solutions from existing ones (e.g.,
by mutation or crossover), a selection mechanism that typically implements the
evolutionary concept of survival of the fittest, and a condition for stopping evo-
lutionary computations.

MDO applies ordinary evolutionary algorithms, such as the well-known NSGA-

IT algorithm [10], or other metaheuristic search techniques to (constrained) op-
timization problems but uses models, e.g., [8,23, 48], or model transformation
sequences, e.g., [1,3,18], as representation for solutions. With MDEOptimiser [8]
and MOMoT [3], tool support for both approaches is available so that optimiza-
tions can be performed. In this paper, we propose the use of MDO for business
process optimization. We focus on the model-based approach to MDO (as it tends
to perform better [22]) and propose to optimize models of workflow processes
directly, e.g., in the standardized workflow modeling language BPMN [34].
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Business processes have been optimized in various ways [47]. In Section 2, we
present a selection of typical optimization problems that have been considered
for them. For each problem, we discuss the type of model being optimized, the
objectives for which the models are being optimized, and the constraints that a
feasible solution must satisfy. In Section 3, we describe for each of the selected
problems how MDO can be applied to it and what the benefits and challenges
are. Section 4 concludes the paper.

2 Optimization problems on business processes

The selected optimization problems we consider are the clustering of information
elements (Sect. 2.1), the multi-objective optimization of non-functional proper-
ties of a business process (Sect. 2.2), and the parallelization of tasks of a business
process (Sect. 2.3).

2.1 Clustering of information elements in workflow processes

The first optimization problem is formulated for workflow processes which can
be seen as a conceptual basis for business processes [44]. Workflow processes have
also been formalized as a special class of Petri nets, more precisely as workflow
nets, to validate them.

A workflow process [36] contains a number of information elements that are
used as input or output elements of operations. An operation is a basic processing
step; it has one or more input information elements and one output information
element. An activity in a workflow process consists of one or more operations.
The output of one of the operations can be the input of another operation of
that activity. A workflow process is valid if (1) all operations occur at least once
in an activity, and (2) if the input of one operation depends on the output of
another operation, then the respective activities of which they are part of are
ordered so that they respect this dependency. While constraint (1) ensures the
completeness of the activity design, constraint (2) ensures the correctness of
their ordering.

The optimization problem to be solved is to find a good clustering of infor-
mation elements and operations into activities. A clustering with low coupling
between activities and high cohesion within each activity is considered the best,
since in this case the clusters can be well identified. In general, coupling measures
the number of connections between the elements of a model [45]. In workflow pro-
cesses, two activities are coupled if they share one or more common information
elements. The cohesion metric for workflow processes in [36] measures the coher-
ence within the activities of the process model. Similar to the coupling metric,
this cohesion metric also focuses on the information processing in the process.
The clustering problem can be formulated as a multi-objective problem, since we
aim for low coupling and high cohesion. The validity constraints presented above
formulate the feasibility constraints.
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2.2 Multi-objective optimization of non-functional properties

A business process has several non-functional properties of interest, such as
cost, flow time, product quality, etc. Regularly, business processes are optimized
with respect to these criteria. To be of practical importance, an optimization
approach must consider multiple criteria simultaneously, e.g., minimizing cost
and flow time while maximizing quality.

Vergidis et al. [46] propose a framework for the multi-objective evolutionary
optimization of non-functional properties of business processes. They assume a
set of tasks to be given, where for each task additional information is provided:
A task comes with a set of input resources (it consumes), output resources (it
produces), and values for attributes of interest (such as cost or duration). For
a concrete optimization problem, a set of input resources and a set of output
resources are given. The goal is to find a process (a subset of the given tasks)
that produces the required output resources from the given input resources. That
is, for a process to be feasible, the selected tasks must satisfy certain constraints:
(1) each input resource of the optimization problem must be consumed by at
least one selected task; (2) each output resource of the optimization problem
must be produced by at least one selected task; and (3) the selected tasks must
lead to a connected process diagram. The process should be optimal with respect
to selected non-functional properties that are defined by objective functions. The
proposed framework is generic in the sense that it is not restricted to specific
non-functional properties. It is simply assumed that the objective functions can
be computed by aggregating the attribute values of the selected tasks.

The framework in [46] uses multi-objective evolutionary algorithms (MOEAs)
to search for optimal business processes. Different representations of a solution
are used for different operators of such an algorithm. Basically, a business process
is encoded as an array containing the tasks that make up the process. Standard
variation operators (crossover and mutation) are applied to these arrays. The
fitness of a solution with respect to the multiple objectives can be computed
by aggregating the values of selected tasks for the respective attributes; the
necessary information for this is stored in a matrix. To check the feasibility
constraints, [46] develops a Process Composition Algorithm (PCA) that assem-
bles the selected processes into a process diagram (repairing certain constraint
violations on the way). The resulting process design can then be checked for
feasibility; if constraint violations remain, their severity is computed in a Degree
of Infeasibility.

2.3 Parallelization of tasks

The third optimization problem concerns business process optimization for pro-
cesses described using the standardized workflow modeling language BPMN [34].
Durédn and Salaiin present an automated approach to optimizing BPMN models
that are enriched with a description of the execution time and resources associ-
ated with tasks [12]. These enriched business process models take into account
not only behavioral but also quantitative aspects.
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The optimization problem aims at finding a reorganized enriched BPMN
model with reduced execution time. Possible reorganizations of tasks within
the BPMN model are described using refactorings. These reorganizations take
into account the resources used by each task. The main idea for reducing the
execution time is to increase parallelism between tasks as much as possible. The
refactorings must take into account specific constraints. For example, tasks can
only run in parallel if they do not compete for the same resources. Also, causal
dependencies between tasks may need to be preserved when adding parallelism.
These constraints represent feasibility constraints that must be satisfied for a
solution to the optimization problem to be valid.

2.4 Summary of optimization problems

We briefly summarize the similarities and differences of the three selected opti-
mization problems. All three optimization problems can be formulated for models
of business processes. In the clustering problem, these models describe workflow
processes; for the optimization of non-functional properties, the models are cur-
rently encoded as arrays of tasks in the business process. In the parallelization
problem, the standard modeling language BPMN is already used. The objective
of the clustering problem is of a structural kind, while the objectives of the
other two problems are more behavioral, since they both focus on optimizing
non-functional properties. In the parallelization problem, models even must be
simulated in order to evaluate the objective function. All three problems share
the fact that structural constraints must hold for a solution to be feasible. In
particular, in the parallelization problem, it becomes clear that behavior preser-
vation comes in addition to the preservation of structural constraints.

3 Applying model-driven optimization to business
processes

In this section, we outline how MDO can be used to solve business process
optimization problems and illustrate our ideas at the selected problems just
recalled. We also discuss where MDO offers promising solutions to these opti-
mization problems and where the problems present challenges that could trigger
interesting research in MDO.

MDO for business processes As explained in the introduction, MDO denotes
an approach to metaheuristic optimization in which models are crucial arte-
facts.* Thus, applying MDO to business processes amounts to developing model
transformations in business process modelling languages such as BPMN. These

4 Typically, models or model transformation sequences constitute the search space, and
searching means modifying models or model transformation sequences. For feature
model configuration [21, 30], search operators are designed and verified based on
models; however, for the actual search, models and operators are translated into
more machine-oriented representations to increase efficiency.
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model transformation rules can then be used as search operators in optimization
processes, where the search space consists of models (or model transformation
sequences). While rules tailored to a specific optimization problem and a specific
optimization algorithm promise the best results, MDO offers a certain degree of
genericity. A set of rules that specifies basic modifications of business process
models can constitute the search operators for different types of optimization
algorithms (such as evolutionary algorithms, hill climbing, or simulated anneal-
ing) and for different optimization problems (i.e., different objective functions
with respect to which models are evaluated).

For the three optimization problems presented, MDO would mean the fol-
lowing. For the clustering of information elements (in Section 2.1), (coupling and
cohesion) metrics have been defined that can be used to estimate the quality of
a given business process. However, no automated approach has been proposed to
optimize business processes with respect to these quality criteria. MDO serves
as such an approach. Coupling and cohesion, as defined in [36], are the objec-
tives; they can be combined into a single objective function or be kept separate
and multi-objective optimization is employed. For example, given a suitable set
of transformation rules and a business process, evolutionary search can be used
to find a clustering of the information elements that has low coupling and high
cohesion.

For the optimization of non-functional properties (in Section 2.2), multi-
objective optimization via evolutionary algorithms is already performed to find
business processes of high quality. Applying MDO here means to not encode the
models into arrays for the search but to use them directly. Below, we discuss the
benefits we expect from this change.

For the parallelization of tasks (in Section 2.3), the authors already use mod-
els as crucial artefacts and the search is performed by model transformation.
Thus, the work [12] can be considered as an instance of MDO. However, instead
of using metaheuristic search, they explore their search space completely or via
a hand-crafted heuristic, which is not feasible for larger search spaces or specific
to their problem at hand. The framework of MDO here broadens the perspec-
tive to use the transformation rules suggested in [12] also for other optimization
problems on business models, to try out other algorithms for the problem tackled
in [12], or to complement the objective addressed in [12] by further ones, making
the problem multi-objective.

Ezpected benefits One of the promises of MDO is to make optimization accessible
to domain experts without deep technical expertise. Domain experts need only
interact with models they are already familiar with, and may even be able to
design domain-specific search operators (i.e. transformation rules) that are well
suited to the search. While this hope has yet to be empirically verified, testing it
for business process optimization is appealing because process design is typically
a domain in which domain experts without technical expertise are involved.
On the technical side, the main promise of MDO lies in the strong formal
foundation that model transformation has in graph transformation [15]. It can
be used to make the search for feasible solutions easier. Realistic optimization
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problems often come with constraints that the solutions must satisfy. As seen
above, this is also the case for all three optimization problems considered here.
For the optimization of non-functional properties [46], the authors even explicitly
mention that obtaining feasible process models during evolutionary search is a
major challenge; most constructed solutions are infeasible. For graph transforma-
tion rules, there is ample experience with regard to the treatment of constraints
(expressed in different kinds of logics). Such rules can be analyzed for preserving
the validity of given constraints, e.g., [13,27,40], be equipped with application
conditions that prevent rule applications that would introduce constraint viola-
tions, e.g., [19,32], or, for certain types of constraints, even be adapted so that
the constraints are preserved, e.g., [7,21,25]. In addition, there is a research focus
on repairing graphs and models with respect to constraints, which is another way
to make infeasible mutation and crossover results feasible, e.g., [29,33,37,39].

MDO has begun to make use of these formal results. There is empirical
evidence that evolutionary search on models benefits from transformation rules
that preserve the given constraints [7,21,23]. For certain types of constraints
(multiplicities), transformation rules that preserve them can be automatically
derived from a meta-model [7], i.e., for a given modeling language. So we are
convinced that MDO can be successfully used to optimize business processes for
various purposes.

Raised research challenges Above, we argued that basing (evolutionary) search
on model transformation provides a means to address the problem of structural
constraints that are expected to hold for solutions. However, when optimizing
business processes, one usually needs to consider behavioral constraints as well:
Mostly, the optimized process should still exhibit the same behavior as the origi-
nal one. For example, the optimization of non-functional properties requires that
a feasible process uses the given resources and produces the required resources.
This constraint can be expressed as a formula on the graph structure and be
treated as described above. However, behavioral equivalence of the optimized
process with the original one is often expressed as a simulation or bisimulation.

There are techniques that allow one to check that the input and the output
of a graph (or model) transformation are behaviorally equivalent, e.g., are in a
(bi)simulation relation (see, e.g., [4,14,17,31,35]). However, there seems to be
less research on this topic than for structural constraints. Furthermore, we are
not aware of any research in MDO on preserving behavioral equivalence during
search. There is recent work on formalizing the BPMN execution semantics using
graph transformation, which facilitates behavioral property checking [28], which
could serve as a starting point for this line of research. All in all, we expect
that business process optimization can stimulate new research on preserving
behavioral equivalence during model transformation, thus enriching the set of
techniques that are used in MDO.

Another challenge is to develop an appropriate crossover operator for busi-
ness process models. A crossover operator typically mixes information from two
parent solutions to compute (one or two) child solutions that resemble their par-
ents. In general, evolutionary search can benefit from using both crossover and
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mutation, rather than just mutation alone [11,42]. We have started to develop
a generic (i.e., domain-agnostic) crossover operator for use in MDO [24,26]. Tt
unifies many crossover operators that have been proposed for specific models
or graphs. Initial experiments show some increase in search effectiveness com-
pared to using mutation alone, but the experiments also seem to indicate that
this generic operator suffers from producing too many infeasible solutions, i.e.,
from introducing constraint violations. We combined this operator with ad-hoc
repair of the computed solutions [24]. In applying MDO to business processes,
we expect this effect to occur as well, so the research on the development of
constraint-preserving crossover operators [43] needs to be continued. In addi-
tion, research is needed on how to concretize the generic crossover operator for
the business process domain.

4 Conclusion

Business process optimization is an important task for increasing the efficiency
of workflows. To make optimization accessible to domain experts, an approach is
needed that allows optimization tasks to be specified and executed without deep
technical expertise. In this paper, we have argued that it would be promising
to tailor model-driven optimization to business processes. We expect that this
would make it easier for process designers to apply metaheuristic optimization
such as evolutionary search to their optimization problems. We have recalled
three selected business process optimization problems and sketched how they
could be tackled and benefit from the use of MDO principles and techniques.

The application of MDO to business process optimization also poses new
challenges for MDO. MDO has mostly been considered to address problems in
software engineering with objectives of a structural nature such as modular-
ization. Since business processes describe behavior, it must also be shown that
the optimized processes comply with behavioral constraints. Finally, the de-
velopment of domain-specific crossover operators seems to be another relevant
research goal. We have discussed how existing research results on model and
graph transformation can support these lines of research in order to successfully
apply MDO to business processes.
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